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in the reference or ground truth text, typically 
expressed as a percentage. 
 
‘Figure 4’ visualizes the alignment between the 
input audio features and the recognized output 
text. It shows how different parts of the input 
audio correspond to different parts of the rec-
ognized text, indicating where the model fo-
cuses its attention during the transcription 
process. 
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 Automatic Speech Recognition (ASR) has 
been revolutionized by Artificial Intelligence 
(AI), particularly through the adoption of 
Deep Learning (DL) techniques. DL architec-
tures, such as convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs). 
These concepts empower ASR models to di-
rectly extract and comprehend complex 
speech patterns from raw audio, achieving 
unprecedented levels of transcription accuracy 
and efficiency. CNNs are used for processing 
structured grid-like data such as images. RNNs 
are used for processing sequential data, such 
as time series or speech recognition  
 
Additionally, encoder-decoder models, a prom-
inent framework in DL, have played a crucial 
role in ASR advancements. These models 
consist of an encoder that learns to represent 
the input audio features and a decoder that 
generates corresponding text transcriptions. 
This architecture enables end-to-end sequence
-to-sequence learning, simplifying the ASR 
process by allowing the model to directly map 
input speech signals to output transcriptions 
without relying on intermediate representa-
tions. 
 
One such model is  the Listen, Attend, and 
Spell (LAS) model . The LAS model combines 
the strengths of encoder-decoder architectures 
with an attention 
mechanism, allowing 
the model to dynami-
cally focus on relevant 
parts of the input se-
quence during tran-
scription. This not only 
improves the accuracy 
of transcriptions, especially in the presence of 
long audio sequences or complex speech pat-
terns but also enhances the model's robust-
ness to noise and variations in speaking styles.  
 
By leveraging the benefits of the LAS model 
alongside other deep learning DL techniques, 
ASR systems have seen significant advance-
ments in performance and usability. The avail-
ability of large-scale annotated speech corpora 
has further facilitated the training of deep 
learning models for ASR, providing diverse and 
extensive coverage of spoken language. 
These datasets enable neural networks to 
learn robust representations of speech pat-
terns and variations. For instance, we utilized 
the Hindi dataset provided by SPRING Lab , 
IIT Madras, containing 351 hours of speech 

data. To train the model we use ESPnet, a 
speech processing toolkit developed by the Cen-
ter for Speech and Language Processing at 
Johns Hopkins University. 
 
In our model, for encoder, we have used Bidirec-
tional Long Short-Term Memory (BiLSTM), a 
variation of Long Short-Term Memory (LSTM, a 
type of RNN is designed to capture long-term 
dependencies in sequential data by introducing 
memory cells and gating mechanisms), which 
processes input sequence in both forward and 
backward directions. This allows the model to 
capture contextual information from both past 
and future states, enhancing its ability to under-
stand and represent the dependencies in se-
quential data. For decoder, we have used LSTM  
 
After training the model having 5.38 million pa-
rameters with wall time of 72 hours on a single 
node with both the GPUs above figures depicts 
the performance of the model. ‘Figure 1’ plot 
shows how the accuracy of the model changes 
over training epochs. The accuracy typically 
increases as the model learns from the training 
data. However, if the accuracy on the validation 
set starts decreasing while the training accuracy 

continues to 
increase, it 
could indicate 
over fitting. 
‘Figure 2’ plot 
displays how 
the loss func-

tion, which measures the difference between the 
model’s predictions and the actual targets, 
changes over training epochs (Loss function can 
vary depending on the task, such as mean 
squared error for regression tasks or categorical 
cross-entropy for classification tasks) The loss 
usually decreases over time as the model im-
proves its predictions. Similar to accuracy plot, 
and increase in loss on the validation set while 
the training loss decreases might suggest overfit-
ting.  
 
ASR is evaluated using the Character error rate 
(CER) shown in ‘Figure 3’. CER is a metric used 
to evaluate the performance of an ASR system. 
It measures the rate at which characters in the 
recognized text output differ from the characters 
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Deep Learning techniques like the LAS model with atten-
tion mechanisms have greatly boosted ASR accuracy. 
Training on large datasets like the 351-hour Hindi da-
taset using ESPnet on GPUs for 72 hours achieved im-
pressive results. 
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In the third part of this series, this article delve into the practical steps of lever-
aging jupyter notebook from Tensorflow container pulled from Docker Hub 
(can be accessed from here) with Singularity in HPC settings. The pre-built  
Tensorflow container must include jupyter-notebook or jupyter-lab while build-
ing the Docker image. User may find and use the appropriate tags and pull the 
image file and use jupyter notebook embedded within the container. 

Step 1: Downloading container from Docker Hub which has jupyter note-
book enabled while building docker image. 

Step 2: Running Jupyter Notebook from container in your local machine 
browser using port forwarding. 

To run notebook on a user local machine, user may try following the steps 
mentioned in HPC Newsletter Issue 3 here. The mentioned steps will open 
jupyter notebook in default anaconda environment. To load environment from 
singularity container, a command to run jupyter notebook from singularity con-
tainer must be incorporated in script file. 

The above script will assign compute resources to run jupyter notebook and 
will port forward to local machine via ssh. User may then proceed with further 
steps as mentioned in HPC Newsletter Issue 3. The kernel associated with 
the notebook encompasses all dependencies installed while building Tensor-
flow container which can be downloaded from DockerHub. 

HPC PICTURE OF THE 
MONTH  

AN TY A UPD ATES AND 

NEW S  

1. New Packages/Applications 
Installed 
 
To check the list of available 
modules 
$ module avail –l 

Pic Credit: Prince Kumar  

Streamlines for the dust fluid flow are driven 

by the background weakly magnetized plas-

mas. The streamlines are plotted with differ-

ence values of the driver mode number (a) 

m=1, (b) m=2, and (c) m =3, using parameter α 

= 1 L-1  and B0 
 = 6.4×10-10   md UA

 /qd
 L.   The   

parameter B0  and α  represent the magnetic 

field and its gradient, where normalized pa-

rameters are acoustic velocity UA = 105 cm/sec, 

charge on dust qd
 = 10-16 C, mass of dust md =10

-14 Kg, and simulation box length L = 10 cm . 

The figures are generated in MATLAB with 

data obtained from in-house developed 

FORTRAN code on ANTYA. 
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# Load singularity module available in ANTYA 

   [user@login1 ~]$ module load  singularity/3.5.3/3.5.3 

# Pull Tensorflow container from Docker Hub  

   [user@login1 ~]$ singularity pull docker://tensorflow/tensorflow:2.8.1-gpu-jupyter 

module load singularity/3.5.3/3.5.3 

# launch the Jupyter Notebook run from singularity container 

singularity run --nv tensorflow_2.8.1-gpu-jupyter.sif jupyter notebook --no-browser --

ip=${node} --port=${port} > ${NOTEBOOK_LOGFILE} 2>&1 

The Python3 kernel is linked to the 
dependencies integrated during the build 
operation of the TensorFlow container.   

https://hub.docker.com/
https://www.ipr.res.in/ANTYA/Gananam_HPCNewsletter_IPR_Issue3_Feb2021.pdf
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Join the HPC Users Community  
hpcusers@ipr.res.in 
If you wish to contribute an article in 

GAṆANAM, please write to us. 

Contact us  
HPC Team 

Computer Division, IPR 
Email: hpcteam@ipr.res.in 

I N S T I T U T E  F O R  P L A S M A  R E S E A R C H ,  I N D I A  

On Demand Online Tutorial Session on 
HPC Environment for New Users Available 
Please send your request to  
hpcteam@ipr.res.in.   

Disclaimer: “GAṆANAM ” is IPR's informal HPC Newsletter to disseminate technical HPC related work performed at IPR from time to time. 

Responsibility for the correctness of the Scientific Contents including the statements and cited resources lies solely with the Contributors.  
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Total Successful Jobs~   1806 
 

Top Users (Cumulative Resources) 
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 GPU Cards Shishir Biswas 
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 Jobs Sagar Choudhary 
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