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The Particle-in-Cell (PIC) method has long 
served as a foundational tool in computation-
al plasma physics, with various formulations 
being developed and refined over time to 
accommodate the specific requirements of 
different physical systems. Its versatility and 
robustness have made it indispensable for 
simulating plasma behavior in numerous 
plasma systems. The fundamental PIC algo-
rithm is composed of an initialization phase, 
followed by a series of iterative computational 
steps, which are repeated cyclically. These 
key stages are illustrated in the figure 1, 
providing a schematic overview of the pro-
cess. 
 
Although Machine Learning (ML) techniques 
have been integrated into Particle-in-Cell 
(PIC) formulations in recent years, as demon-
strated by prior works [1,2], the application of 
Deep Learning (DL) methods is relatively new 
and has only just begun to gain attention [3]. 
To date, DL-based approaches remain 
largely under-explored within this domain, 
leaving significant potential for further inves-
tigation. In the present study, we introduce a 
Deep Learning-based Poisson solver within 
the framework of a PIC simulation, aiming to 
explore the phenomenon of Landau damp-
ing. A comparative analysis is conducted 
between the performance of this DL-based 
solver and that of traditional simulation tech-
niques, offering new insights into the capa-
bilities and limitations of both approaches. 
 
A Multilayer Perceptron (MLP) network, 
comprising two hidden layers, has been 
trained using data from a traditional Particle-
in-Cell (PIC) simulation, specifically focusing 
on the density and potential fields over the 
course of 100,000 timesteps. Each hidden 
layer consists of 256 neurons, with the hy-
perbolic tangent (tanh) function employed as 
the activation mechanism, facilitating non-
linear, bounded transformations within the 
network. The training process utilizes the 
Adam optimizer, which is recognized for its 
efficiency in handling sparse gradients, and 
a batch size of 100 is maintained to ensure 
stable learning. A learning rate of 5e-05 is 
chosen to balance convergence speed and 
stability. The mean squared error (MSE) is 
selected as the loss function to quantify the 
discrepancy between the predicted and actu-

al values, guiding the model's performance 
improvements during training. Convergence 
between the training and validation loss history 
is obtained within 20 epochs of training per-

taining to the simplistic nature of the data . 
 
In order to carry out a thorough comparative 
study, the well-known Landau damping prob-
lem has been selected as the primary test 
case. The system is initialized at time t = 0 
using a standard distribution function, which 
serves as the initial condition for the simula-
tion. This setup allows for a direct evaluation of 
the performance and accuracy of the proposed 
Deep Learning-based approach in comparison 
to the traditional methods employed in Particle-
in-Cell simulations. 

             
where f0 is maxwellian distribution function. 
 
The potentials computed using both the Fast 
Fourier Transform (FFT) solver and the Deep 
Neural Network (DNN) solver are compared 
first, with the results presented in Figure 3. The 
comparison shows that the potentials calculat-
ed by the DNN solver closely align with those 
obtained through the FFT solver, demonstrat-
ing a high degree of agreement. However, 
slight discrepancies are observed in the regime 
of high-frequency variations in the potential, 
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where the DNN solver results deviates 
minorly from the FFT-based solution.  
Also, energy conservation in the Deep 
Neural Network (DNN)-based Particle-in-
Cell (PIC) simulation is not maintained as 
rigorously as in the traditional PIC ap-
proach, but it remains well within the ac-
ceptable range for the duration of the sim-
ulation. A consistent discrepancy in the 
form of a slight error is observed between 
the two methods throughout the entire 
runtime. It is important to note the nearly 
constant energy difference between the 
two implementations over time, indicating 
that noise accumulation is similar in both 

cases. 
 
The damping of the mode, particularly 
within the linear regime of the Landau 
damping rate, is effectively captured by 
the Deep Neural Network (DNN) solver, 
demonstrating a performance nearly 
equivalent to that of the traditional Fast 
Fourier Transform (FFT)-based solver.  
This close agreement between the two 
methods highlights the capability of the 
DNN solver in accurately modeling the 
damping behavior. This comparison is 
illustrated in Figure 6, highlighting the 
DNN solver's capability in accurately simu-
lating this critical phenomenon. 

Fig 1: Stages of fundamental PIC Algorithm Fig 2: An example of NN Architecture schematics 

with 4 neurons in each layer 

Fig 3: Potential solved using FFT Solver vs. DNN solver for different time-steps 

https://www.shabdkosh.com/dictionary/sanskrit-english/%E0%A4%97%E0%A4%A3%E0%A4%A8%E0%A4%AE%E0%A5%8D/%E0%A4%97%E0%A4%A3%E0%A4%A8%E0%A4%AE%E0%A5%8D-meaning-in-english
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The non-linear evolution of the mode is depicted in Figures 7 and 8 for the Fast Fourier Transform (FFT)-based solver and the Deep Neu-
ral Network (DNN)-based solver, respectively. Once again, the DNN-based solver successfully captures the non-linear dynamics of the 
system with notable accuracy. However, it is observed that the influence of numerical noise emerges earlier in the DNN solver compared 
to the FFT-based solver. Despite this, the overall non-linear evolution is modeled effectively by the DNN-based approach. 
  
DNN based PIC is able to predict the linear damping rate and also captures the non-linear effects very closely to the traditional PIC simula-
tion. A computational performance study is yet to be done. However, DNN solver is a simple prediction/inference step involving a series of 
matrix-vector multiplications, which can be offloaded to GPUs as well.  
 
Considering that phase space and electric field values at a time-step is similar to the previous time-step, Residual networks (ResNet), 
might be a better fit to DL-based PIC methods than MLPs and are a part of future work.  
 
 
References: 
 
[1] R. Kube, et.al., Machine learning accelerated particle-in-cell plasma simulations, arXiv:2110.12444v1, 2021.  
[2]C. Badiali, et.al., Machine-learning-based models in particle-in-cell codes for advanced physics extensions, Journal of Plasma Physics Volume 88 , Issue 
6 , 2022 , 895880602  
[3] A. Xavier, et.al., A Deep Learning-Based Particle-in-Cell Method for Plasma Simulations, arXiv:2107.02232v1, 2021  

Fig 4: Energy conservation with respect to time Fig 5: Change in Potential and Kinetic energy with 

respect to time 

Fig 6: Electric field during the linear regime 

Fig 7: Non-linear evolution 

of the mode for particle/

cell(Nc) = 4096 and pertur-

bation parameter (ɑ) = 0.05 

Fig 8: Non-linear evolution of 

the mode using DNN-based 

solver for particle/cell(Nc) = 

4096 and perturbation pa-

rameter (ɑ) = 0.05 
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In high-performance computing (HPC), hybrid workflows often require running 
different parts of a workload on distinct hardware—such as CPUs for general 
processing and GPUs for intensive parallel computations. Using Spack, we 
can create separate environments for CPU and GPU-based dependencies 
and manage them efficiently. This approach ensures reproducibility and ease 
of switching between environments when needed. 

This article covers example of data analysis and visualization using  python 
with Numpy (CPU) for numerical computations and PyTorch (GPU) for accel-
erated data analysis or machine learning. This hybrid workflow is relevant in 
HPC environments for scientific research, where large datasets needs to be 
processed. 

1) CPU Environment for NumPy 

2) GPU Environment for PyTorch  

3) Hybrid Workflow Example: Data Preprocessing and Analysis  

The flow of practical guide is to process a large dataset on the CPU using NumPy, 
then apply a simple neural network model using PyTorch on the GPU to analyze the 
data, and finally visualize the results. All source and output files are accessible on 
GitHub here.  

HPC PICTURE OF THE 
MONTH  

AN TY A UPD ATES AND 

NEW S  

1. New Packages/
Applications Installed 
 
=> New modules have been 
installed in ANTYA 
 
module load anaconda/2024 
 
module load cmake/3.22 
 
To check the list of available 
modules 
$ module avail –l 

Pic Credit: Sagar Choudhary 

Transition phase of the Ubiquitous 
mode structure from linear to Non-linear 
regime. This is captured during the non-
linear evolution of a global gyro-kinetic 
electrostatic simulation using the Orb5 
code corresponding to ad-hoc equilibria 
of a large-aspect ratio tokamak. 

Benefits of Using Spack Environments 

Separation of Dependencies, Ease of 

Switching  and Optimized Resource Utilisa-

tion are essential components while exe-

cuting large workflows. Spack is designed 

specifically for HPC and scientific software, 

allowing users to satisfy above mentioned 

criteria easily. 

# Create a spack environment  

[user@login1 ]$ spack env create numpy-cpu 

# Activate the spack environment 

[user@login1 ]$ spack env activate numpy-cpu 

# Add packages and concretize the environment 

[user@login1 ]$ spack add py-numpy 

[user@login1 ]$ spack concretize 

# Install the packages 

[user@login1 ]$ spack install 

[user@login1 ]$ spack env create pytorch-gpu  

[user@login1 ]$ spack env activate pytorch-gpu  

[user@login1 ]$ spack add py- torch +cuda cuda_arch=80 

[user@login1 ]$ spack concretize 

[user@login1 ]$ spack install 

Step1: Data Preprocessing on CPU (NumPy)  

NumPy is used to preprocess the dataset on the CPU, which is suitable for 

tasks like data normalization, shuffling, or splitting into training and testing 

sets.  

[user@login1 ]$ spack env activate numpy-cpu 

[user@login1 ]$ python preprocess.py 

[user@login1 ]$ spack deactivate 

 

Two Files will be created after successful execution of the program 

1) labels.npy 2) data.npy 

 

Step 2: Data Analysis on GPU (PyTorch) 

PyTorch  is used to perform analysis on GPU. Here, a simple neural net-

work is used to classify the data. 

[user@login1 ]$ spack env activate pytorch-gpu  

[user@login1 ]$ python analysis.py 

[user@login1 ]$ spack deactivate 

 

A model will be trained and saved after successful execution of the code 

https://github.com/Shivam-Patel-0611/Hybrid-Spack-Workflows
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Join the HPC Users Community  
hpcusers@ipr.res.in 
If you wish to contribute an article in 

GAṆANAM, please write to us. 

Contact us  
HPC Team 

Computer Division, IPR 
Email: hpcteam@ipr.res.in 
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On Demand Online Tutorial Session on 
HPC Environment for New Users Available 
Please send your request to  
hpcteam@ipr.res.in.   

Disclaimer: “GAṆANAM ” is IPR's informal HPC Newsletter to disseminate technical HPC related work performed at IPR from time to time. 

Responsibility for the correctness of the Scientific Contents including the statements and cited resources lies solely with the Contributors.  
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